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ITocTaHOBKM 33714 CTATUCTHYCCKOTO aHAJIM3a JAHHBIX,
UMCIOIUX TaMMa-paclpeieIiCHUE, OTHOCATCS K
KJIACCUYECKOI MaTeMaTu4ecKol cratuctuke. Kak Hu
CTPaHHO, HE BCE OJIHU OBLIU PEIICHBI B paMKaX
rapaMeTpU4ecKON CTATUCTUKH, HAXOAUBIIEHCS Ha
nepenHeM Kpae pa3BUTHsI CTATHCTHYECKOM HAYKH B
niepBoii Tpetn XX B. Kak u B cirygae 6era-
pacnpeneseHus, HeoOX0AMMO 3aIlOJIHUTE JIAKYHBI. DTO
HE00XO0/IMMO, MMOCKOJIbKY B HACTOSIIIIEE BPEMSI raMMa-
pacnpeieneHue MUPOKO UCIIONIb3YETCs B
TEOPETUICCKUX M NPUKIANHBIX paboTax. [Ipumepom
seisiercss [OCT 11.011-83 IpuknaaHas CTaTUCTHKA.
IIpaBuna onpenencHUs OLCHOK U TOBEPUTEIbHBIX
TpaHUIl JUTs TApaMEeTPOB TaMMa-paclpeieICHus .
CranmapTHOE raMMa-paclpeieieHUe ONpeaesIeTCs
napameTpoMm ¢opmsl. [Ipu nmepexoje kK MaciTabHO-
C/IBUTOBOMY CEMEHCTBY 100aBISIFOTCS TApaMETPhI
macuiraba u ciBura. PaccMoTpeHbl ceMb OCTAHOBOK
3a]a4 OlLICHUBAHUSI [TAPAMETPOB, TIOCKOJIbKY KaX bl
U3 TpeX MapameTpoB MOXKET ObITh KAK HEM3BECTHBIM,
TaK U U3BECTHBIM. Il KaK10M U3 TOCTAHOBOK
HaMJICHBI OLICHKU METOJ]Ja MOMCHTOB U UX
aCHUMIITOTHYECKHE nucnepcun. [Ipu u3BecTHOM
napamMeTpe CIBUra IMOJy4CHbI OIICHKH MaKCHMAIBHOTO
npaBonooous. OJHOIIATOBEIC OLICHKHY,
ACHMIITOTUYECKY YKBUBAJICHTHBIC OIICHKAM
MaKCUMaJIbHOTO MPaBAOTIOA00HS, UCTIONB3YEM MIPH
HEHM3BECTHOM MapameTpe capura. Hannune
MOTPENIHOCTEH U3MEPEHHUS OTPAKACTCSI HA TOYHOCTH
OLICHOK MapaMeTpoB MPH MPHUMEHEHUH TeX UJIH HHBIX
anroputMoB pacueToB. B TOCT 11.011-83a ocHoBe
MO/IeIIM MHTEPBAIIbHBIX JIAHHBIX JaHbI MPaBHIA
BbIOOPa METO/[a OLIEHUBAHMUS TIPH HEU3BECTHBIX
napameTpax GopMbl U MaciiTada ¥ U3BECTHOM
napamerpe casura. [Ipu pazpadorke 'OCT 11.011-83
OBUTH BBISBJICHBI POOJICMBI, ISl PEILICHHUS KOTOPBIX
MPE/IOKEHBI HOBBIC C HAYYHOW TOYKH 3PCHHUS
MeTozbl. [lanpHeiiniee pa3BUTHE HOBBIX HAYYHBIX
Pe3yJIBTAaTOR, MOJYYCHHBIX B XOJIE PEIICHUS
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Statements of problems of statistical analysisatéd
with a gamma distribution are related to classical
mathematical statistics. Oddly enough, not all alon
were solved within the framework of parametric
statistics, which was at the forefront of the
development of statistical science in the firstdtof

the 20th century. As with the beta distributionpga
need to be filled. This is necessary because tharga
distribution is currently widely used in theoretiead
applied work. An example is GOST 11.011-83
"Applied statistics. Rules for determining estinsate
and confidence limits for gamma distribution
parameters”. The standard gamma distribution is
determined by the shape parameter. When switching t
a scale-shift family, scale and translation paranset
are added. Seven formulations of parameter estmati
problems are considered, since each of the three
parameters can be either unknown or known. For each
of the formulations, the estimates of the method of
moments and their asymptotic variances are fouod. F
a known shift parameter, maximum likelihood
estimates are obtained. One-step estimates,
asymptotically equivalent to maximum likelihood
estimates, are used for an unknown shift parameter.
The presence of measurement errors affects the
accuracy of parameter estimates when applyingioerta
calculation algorithms. In GOST 11.011-83, based on
the interval data model, rules are given for chagsin
estimation method for unknown shape and scale
parameters and a known shift parameter. During the
development of GOST 11.011-83, problems were
identified, for the solution of which new methodsrh

a scientific point of view were proposed. Further
development of new scientific results obtainechia t
course of solving a practical problem (developnwgnt
GOST 11.011-83) led to the creation of new scientif
directions. We are talking about the statistics of
interval data, as well as one-step estimates. 1@ da
the statistics of interval data as a branch of
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npaktuyeckoi 3agaun (paspadorku 'OCT 11.011-83), mathematical statistics is quite developed and rsove
MPUBEJIO K CO3/IaHHIO HOBBIX HAYYHBIX HAIlPaBJICHHH. all the main areas of statistical methods. It is an
Peub UIET O CTATHCTHKE HHTEPBAIBHBIX JAHHBIX, & important part of systemic fuzzy interval mathemsti
TaKKe 00 OJJHOLIArOBEIX oleHKaX. K HacTosmemMy

BPEMEHH CTaTUCTHKA HHTEPBAJILHBIX JaHHBIX KaK

paszern MaTeMaTHYeCKOH CTATUCTHKU JOCTATOYHO

Pa3BUTa U OXBATHIBACT BCE OCHOBHBIE 00J1aCTH

CTATUCTUYECKUX METONOB. OHa SIBIAETCS BaXKHOMH

COCTaBHOM YacCTbIO CUCTEMHOM HEUeTKOH

UHTEPBAIBHO MaTEMATHKH

Knrouesie cnioBa: CTATUCTUUECKUE METO/IbI, Keywords: STATISTICAL METHODS, GAMMA-

TFAMMA-PACITPEAEJIEHUE, OHEHVBAHUE BETA DISTRIBUTION, ESTIMATION OF
[MTAPAMETPOB, METOJ MOMEHTOB, PARAMETERS, METHODS OF MOMENTS, ONE-
O/JHOIHAT'OBBIE OLIEHKU, CTATUCTHUKA STEP ESTIMATES, STATISTICS OF INTERVAL
WHTEPBAJIbHBIX JAHHBIX, DATA, ASYMPTOTIC DISTRIBUTIONS,
ACHUMIITOTUYECKUE PACIIPEJAEJIEHN A, CONFIDENCE INTERVALS

JOBEPUTEJIbHBIE UHTEPBAJIbBI

http://dx.doi.org/10.21515/1990-4665-192-012

I ntroduction

Mathematical, statistical and instrumental methadseconomics are
based on the scientific discipline "Probability ©he and Mathematical
Statistics". Currently it is widely known to theieatific community. In
textbooks and reference books, when consideringtimemus probability
distributions, they usually mention the family aingma distributions (see, for
example, [1 - 3], [38). Known methods for estimating the parameters of
probability distributions can be applied to thisfly. Thus, in the series of state
standards "Applied Statistics" [4], we developedS3Q11.011-83, dedicated to
algorithms for obtaining point estimates and cagrfice limits for family
parameters and subfamilies of gamma distributiobls [n preparing this
normative and technical document, a number of rekeaorks were carried
out, which made it possible to obtain sufficienthdvanced calculation
algorithms in the area under consideration. Howeawes standard was canceled
in 1987, along with the whole series "Applied Sis" (the reasons for this

voluntaristic decision are considered in sufficidetail in [6]). After this point,

1 . . .
Here and below, all references to sources are given in accordance with [1].
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the pamphlet [5] could only be regarded as a stiemublication. However,
this was hampered by its original status as artiaffregulatory and technical
document (in accordance with it, the developersewest even named in the
second edition). Brochure [5] was excluded from tibearies of standards
(disposed of), but did not get into scientific use.our opinion, the scientific
results on the basis of which it was developed rdesattention. Subsequently,
these results were generalized and widely developkid article is devoted to
them, in which for the first time the problem ofiesting the parameters of
gamma distributions is systematically consideredwhich it was developed.
Subsequently, these results were generalized amelyileveloped. This article
is devoted to them, in which for the first time theblem of estimating the
parameters of gamma distributions is systematicahsidered. on which it was
developed. Subsequently, these results were geestand widely developed.
This article is devoted to them, in which for thestf time the problem of
estimating the parameters of gamma distributiosgssematically considered.
Statements of problems of statistical analysisdafa with a gamma
distribution are related to classical mathematstatfistics. Oddly enough, not all
of them were solved within the framework of parametin the terminology of
[7]) statistics, which was at the forefront of thlevelopment of statistical
science in the first third of the 20th century. As the case of the beta
distribution [8, 9], it is necessary to fill in tlygaps. This is necessary because the
gamma distribution is currently widely used in thetacal and applied works

(see, for example, [10-16]).

Family of gamma distributions
The density of the standard gamma distribution is:

1 _
= yal ~X), _0'
f(x;a) = r@ P, X ) (1)
0, x<0
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wherel'(a) is the gamma function,
M(a) = [x*"exp(-x)dx )
0

The standard gamma distribution is defined by glsiparameter a > 0, which is
called the shape parameter.

For a random variable X with a standard gammaridigion, the
mathematical expectation and variance are equa. tih has a third central
moment M(X — M(X))3 = 2a, asymmeteys/aand kurtosis 6/a (see [1 - 3]).

The standard gamma distribution generates a sbdte-family of
distributions of random variables

Y=DbX+c, (3)
where b is the scale parameter and c is the sareinpeter. As follows from

formula (1), the random variable Y given by form(8a has a density

1 Al -a X—cC
f (x:ab,c) = @ 9P exr{_T} x=e (4)
0, x<c.
According to (1) and (4) f(x; a) = f(x; a, 1, O)hdn
M(Y) =ab + ¢, D(Y) = ab2, M(Y — M(Y))3 = 2ab3. )5

Let Y1, Y2, ..., Yn be a sample of independenniamlly distributed
random variables with gamma distribution (4). listhrticle, we consider the
problem of estimating the parameters of this distron.

The gamma distribution (4) has three parametérapés scale and shift).
Each of them can be both known and unknown., @8at 8 options. One of
them is not related to the problems under consiiderasince all parameters are
known. To ensure the completeness of the studly,nécessary to consider 23 -

1 = 7 formulations of estimation problems. Theylated in Table 1.
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Production options assessment tasks

No. |Form Scale Shift parameter
p/p | parameter parameter

1 Estimated Famous Famous

2 Famous Estimated Famous

3 Famous Famous Estimated

4 Famous Estimated Estimated

5 Estimated Famous Estimated

6 Estimated Estimated Famous

7 Estimated Estimated Estimated

Consider all 7 productions.

Estimates of the method of moments

Table 1.

The simplest method for estimating distributiomgpaeters is the method

of moments[17, 18]. It consists in the fact thag tiheoretical moments are

expressed in terms of the distribution parametas,(for example, (5)), then the

inverse problem is solved - the functional dependenf the distribution

parameters on the theoretical moments is found, th@ obtain statistical

estimates of the parameters, sample moments asétatdd into this functional

dependence instead of theoretical ones. As theleasige grows, the statistical

estimates are asymptotically normal and asympibticanbiased, and the

linearization method is used to obtain their asytiptvariances [17, Sec. 4.4].

For samples from beta distributions, this researcigram was implemented in

[8].

http://ej.kubagro.ru/2023/08/pdf/12.pdf
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The ambiguity of the method of moments is deteedliby the fact that
different sample moments can be used to estimatertain parameter. For
example, in formulation 1 (Table 1), one can prdc&éem any of the three

relations given in (5). We obtain three estimatedlie method of moments:

_ _Y-c _ _ s _ _m,
ai—ai(w)——b ,az—az(w)—g,az—az(w = o5 (6)
Where
— Y +Y, +..+Y 1 —\2 1< —\3
Y=-1_2 ”,2=— Y -Y], =—>\Y -Y
- S ni:l(' ) m, nzll( ) (7)

The choice between the three estimates (6) isedaout in favor of the
first of them as the most resistant to outliersdattion 7.2]. Similar results are
obtained by comparing the asymptotic variancesstimates (6) found using
linearization, as explained above.

Similarly, for statement 2 (see Table 1), we usedstimate

v _ 2
_Y C, D(b*) :ib_
a n a

and for setting 3 - an estimate

c* =Y —ab, D(c*):%abz.

In statements 4 - 6, two parameters are unknowtws sample moments
must be used. We will use the sample arithmeticnaea sample variance. We
start from the equalities

Y zab+c. * =ab®. (8)

In statement 4, based on the sample characteristil the shape

parameter, the scale and shift parameters areatstimiNamely,

S J— J—
b*=—2 c*=Y-ab*=Y-s/a.
Ja

In statement 5, based on the sample characteristid the scale

parameter, the shape and shift parameters areagstinNamely,

http://ej.kubaqgro.ru/2023/08/pdf/12.pdf
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2 _ _ 2
a*:s—z, =Y-arb=y->.
b b

In Statement 6, based on the sample charactsristicd the shift

parameter, the shape and scale parameters aratestifamely,
. 2 v _ N o )\2
Y-c=ab. s?=ab% br=—> ,a*:Y c. (¥ 2c) .

Y-c b* S

In Statement 7, all three parameters are unknasenthree sample

moments must be used. We will use the sample agtibrmean, variance and
the third central moment. We have

Y =ab+c. s? =ab?, m, =2ab’,
where

2 6 o _ 4
&Zzb*, ar = > 2:4%, c*:Y—a*b*:Y—Zi.
2s (b)° m m,

The results of estimating the parameters of thenga distribution by the

method of moments for all 7 settings (Table 1) gneen in Table. 2. The
asymptotic variances of these estimates were autdiy us by the linearization
method, which is considered in detail in[8] and,[B&c. 4.4]. The results are

shown in the right column of Table 2.

Table 2.
Estimates of the method of moments and their asymptotic variances
No. staging Assessed View Asymptotic variance of the
tasks parameter | estimates |estimate

1 1 a Y-c a

b n
2 2 b V-c i

a na
3 3 c Y-ab 1

http://ej.kubagro.ru/2023/08/pdf/12.pdf
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b
4 4 b % %(a+3)
v/ 2
5 4 ¢ Y -sva %(aﬂ)
6 5 a s_z 2_:(a+3)
_ 2 2
! 0 ¢ -2 £(2a+3)
b n
8 6 a (Y —c)? 2a(a+1)
s n
9 6 b s? bz( 3)
— — | 2+—
Y-c n a
10 7 a 4_55 6—:(a2+6a+5)
my
2
eleven ! b ;n:z Zt;n (6a® +25a + 24)
_ 4 2
12 ! c Y —% "3"%(3@12 +13a+10)

Asymptotic confidence bounds for the parameters tlidé gamma
distribution are constructed based on the asynwptmirmality of the estimates

of these parameters. They look like
(6,~C(N{D*(8); 6,+C(N{D*(8)),

Whereg- parameter under consideratigrn; its assessment (see Tablet®)@&,)
- variance estimatiofy, obtained by replacing in the formula for the apyatic
variance (the right column of Table 2) the unknovaiues of the parameters
with their estimates,(y)- coefficient corresponding to the confidence lgvel
(Fory = 095we havec(y) =C (095) = 196).

Here and below, confidence intervals are consttlion the basis of the

asymptotic normality of parameter estimates. Fonessampleg, Y2, ..., Yn,

http://ej.kubagro.ru/2023/08/pdf/12.pdf
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the confidence limits calculated by asymptotic folas can go beyond the
limits of the domains of definition of the correspling parameters. Then you
need to make adjustments. If the lower confidemodé for the shape parameter
or the scale parameter turns out to be negatiea,ittshould be replaced by 0. If
the upper confidence limit for the shift parametergreater than any of the
sample elements, then it should be replaced byYtiny2, ... , Yn). The
probabilities of such events tend to O as the samsigk increases.

As in the case of beta distributions [9], the moetlof moments can be
used to check the agreement with a family of gardis@ibutions. So, to check
the agreement with the subfamily of gamma distrdng f(x; a, b, 0) with the

shift parameter ¢ = 0, you can use the test withssics

z:\/ﬁ(

Ym,
-1
2s* J

Using the method described above for finding themgotic distribution of the

function of sample moments, we obtain that withremease in the sample size,
the distribution Z converges to the normal one, drttie hypothesis that the
shift parameter is equal to O is true, the limistdbution Z has a zero

mathematical expectation and variance

1
— (3a*+13a+10)).

(e )

Since the shape parameter a is unknown, we shaldstigite its consistent
estimate a* into the expression for the variande 3tatistical test for testing the
null hypothesis ¢ = 0 with the alternative ¢ > @ laacritical region

*x) 2 *
{Z: Z>u(1—a')\/3(a) +13a +10}’

2a*

Whereu(1-a)- order quantile-a standard normal distribution with mean 0 and
variance 1. When- o the significance level of the criterion under

consideration tends to. The use of the method of moments to test the

http://ej.kubaqgro.ru/2023/08/pdf/12.pdf
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hypothesis of agreement with a parametric familygistributions is considered
in more detail in [18, Sec. 7.1] and [39].

Maximum Likelihood Estimates(with a known shift parameter)

Moment method estimates are the simplest typeaddrpeter estimates.
However, in many cases they are not the best agjyicgity normal estimators
(NAS estimators) because their variance is lardarong the NAS estimators,
the best known are the maximum likelihood estinstdihey are obtained by
maximizing the product of densities with respecth® parameters, in which the
elements of the sample are substituted insteadgoi@nts. In case of gamma

distributionwith density (4) we are talking aboutxmmizing the likelihood

function
F=[]f(;abc)= |_| @ )(Y c)*'b™? ex;{ %} (9)
ish igh
parametersa >0, b >0, c<min (Y1, Y1, ..., Yn).
It's easier to deal with the log-likelihood furmeti
L(a,b,c) =InF =-nInl(a) + (a—l)iZl:In(Yi -¢) —anlnb—%il:\(i +%. (10)

For statement 1, the estimate of the parametes #ound from the
equation

oL dinf (a)
i, +3'In(Y, =¢)-nlnb=0. eleven
oa da z (0= ( )

Let us introduce the logarithmic derivative of ttemma function

dlnr(a): 1 dr(a)

PO T da

(this special function is called the psi-functid®]). Then from (11) it follows
that the estimate of the shape parameter for kremale and shift parameters is

found as a solution to the equation

W(a) :%len[%j

http://ej.kubaqgro.ru/2023/08/pdf/12.pdf
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those. the asymptotically normal form parametdnese is

()

where the function G is the inverse of the psi-fiomc In [5, Sec. 4] the rules
for calculating the values of the function G, tleiance of the estimate a* and
confidence limits are given, based on the use obfetaand approximate
formulas. At present, it is advisable to use appab@ computer programs.

For staging 2 ratinQ* parameter b - solution of the equation

oL _oL lz” 12"
ab_ab(_anlnb_b i:l(Yi —C)j___Jr_, (Y, -¢)=0, (12),
those.
*—i Y - |3
b = iZl(Yi c). (13)

Tables and approximate (asymptotic) formulas fdcudating the confidence
limits for the parameter b are given in [5, Sec. A the present stage of
development of applied statistics, computer prograre used for the same
purpose.

Consider the estimation of the shape and scaknpers with a known
shift parameter (statement 6). Maximum likelihocstireates are found by
solving the system of equations (11) - (12). Tharege of the scale parameter
is given by formula (13). Substituting it into (11)e get the equation for shape

parameter
- dlnd;(a)+ZIn(Y c) - nln(i;( )j+n|na 0.
Let's transform this equation:
Ina-¥(a) =|n[%i(\(i -c)J—%iln(Yi 9).
i=1 i=1

Therefore, the estimates of the shape and scatemesers with a known shift

parameter have the form

http://ej.kubaqgro.ru/2023/08/pdf/12.pdf
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&= H[|n[%i(¥i —c)j—%iln(\(i —c)j, b= 3 (Y -0), (14)

na* =
where H is the function inverse to the function
Q(a)=lna-Y¥(a).

IN[5, Section 7] describes the algorithms for o#dting estimates (14),
their variances and confidence limits, based onadabheesponding tables and
approximate (asymptotic) formulas developed in tiveparation of GOST
11.011-83. As in the previously analyzed statemeihisse results of applied
mathematics can now be used in the preparatidmeodarresponding software.

Using the linearization method (see also [20,8%).98]), one can show
that for large n, up to infinitesimals of a higloeder

*_2\2 — a * — 2 —
M (a* —-a) —n(al(a)—l)' M(b* =b)

D°1(@) | - ¥@)

“n(al(a)-1)’ da

Based on the properties of the gamma function [L19as found in [5] that for
large a

M (a* _a)2 - a(Za _l) 2b2
n

, M(b* -b)* =—,
n

up to infinitesimals of a higher order. Using TaBlewve conclude that the mean
squares of errors for the estimates of the methoch@ments of the shape
parameters a** and scale b** (with a known shiftgraeter)

2
M(a**_a)2:2a(a+l)’ M(b**_b)zzb_(z_l_ﬁj
n n a

greater than the corresponding mean squared damtise maximum likelihood
estimates. Thus, for Statement 6, the maximumiliked estimates have an
advantage over the estimates of the method of mmmAs established in the
theory of classical mathematical statistics, tlsighe case in most parameter
estimation problems. The maximum likelihood estonsitare always the best
asymptotically normal estimators, and the estinsatdrthe method of moments

are only in some cases.

http://ej.kubaqgro.ru/2023/08/pdf/12.pdf
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One-step estimates (with unknown shift parameter)

In settings 3, 4, 5, 7, the shift parameWith un known and to be
estimated.

Maximum Likelihood Estimatiorc* parameter ¢ in Statement 3 can be
determined from the condition

oL _oL( iy ) o a1 n_
a—c-a—c((a DY Iney c)+bj @D~ =0 (15)

In Statement 4, the estimates of the scale anfl parameters are
solutions of the system of maximum likelihood edquag (12) and (15).The
expression for the scale parameter is given in)(&R)bstituting it into (15), we

obtain an estimate for the shift parameter c* ftbmequation

—(a—l)liY1 T —— (16)

MEYTC Y -0
ni=
In formulation 5, the shape and shear parametenae sare found when
solving the system of maximum likelihood equatiofisl) and (15). We
substitute the solution of equation (11) into (1&E obtain an equation for

estimating the shift parameter

{G(%zlm(%n —1}) —E =0 (17)

where the function G is the inverse of the psi-fiorc The calculation rules are
given in [5].

For three unknown parameters (statement 7), thenmian likelihood
estimates should be found by solving the systerthigfe equations (11), (12),
and (15).

Thus, in a number of formulations, in order toambtmaximum likelihood
estimates, it is necessary to solve the correspgndguations or systems of
equations. It would seem that it is enough to agplyymon numerical methods.

However, this raises a number of problems.

http://ej.kubaqgro.ru/2023/08/pdf/12.pdf
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In many parameter estimation problems, there aralgorithms based on
explicit formulas for finding maximum likelihood ®@®ates, and numerical

methods have to be applied.

In applied statistics apart from the method of raota and maximum
likelihood estimators, many other types of estimatmve been developed.

One-step estimates are obtained in the form oli@xprmulas, i.e. for
them, the computational problems considered abaee ramoved. When
calculating them, one can take the estimate ofntieéhod of moments as an
initial approximation, and then find correctionsed on the first iteration of the
Newton-Raphson method.

For example, for the gamma distribution in statet'® instead of solving
equation (15), it is recommended to use a one-swpnate. As an initial
approximation, the estimate of the method of momeist takel -ab
.Calculation formulas are given in [5, pp. 8.15 18}. For statements 4 and 7,
the rules for determining one-step estimates arengn [5, Sec. 8.

Development of GOST 11.011-83[5] gave impetus he tfurther
development of the theory of one-step estimatesd9p To date, a detailed
presentation of this theory has been includedxtbtmks (see [8, Section 6.2],
[30, Section 3.25]), including its application tstienating the parameters of the
gamma distribution, so in this paper we do not mErshese scientific results.

Note that although one-step estimators, as welasimum likelihood
estimators, are asymptotically best, but for specgample sizes, these

estimators may be inferior to other estimators giaample, unbiased ones.[31].

Interval Data Statistics

When developing GOST 11.011-83, the foundationsewaid for a
developed area of modern mathematical statisstatistics of interval data. The
impetus was the analysis of data on the operating bf cutters to the limit
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state (in hours). They are given in [5] and furtpeblications on this topic (see,
for example, [18, Section 6.1]). It is striking thell the initial data are given
either by natural numbers or by the sums of natatahbers and 0.5, for
example, 127.5 hours). This means that the opegratime of the cutters to the
limit state is measured with an accuracy of 0.5rs00bviously, the presence of
errors must be taken into account in the statisticacessing of data.

The presence of measurement errors affects tharaagc of parameter
estimates when applying certain calculation alhong [5, Section 5].

Further development of interval data statisticseféected in the articles
[32 - 34]. To date, this area of mathematical stias is sufficiently developed
and covers all the main areas of statistical methtidis an important part of
systemic fuzzy interval mathematics [35, ch.7] amddescribed in detail in
textbooks [18, ch.12], [36, ch.4], [37, ch.2.3].

Conclusion

Gamma distributions are widely used in variousdfeof science and
practice, in particular, in reliability (for exanglin the "load-strength” model
[12]) and testing theory, in various fields of emggring and technology
(including modeling the accuracy of a technologigaiocess [13]), in
meteorology, etc. [40 - 43].

This article includes information about the maiesults in the
development of methods for estimating the pararsetef the gamma
distribution based on limit theorems. The next stag the construction and
study of estimation algorithms for finite samplees. Note that, in comparison
with the maximum likelihood estimates and one-stspmates, the unbiased
estimates may turn out to be more accurate [31].

It is interesting to look at the development odaarch in this area from
the point of view of science of science.. When sg\a practical problem (i.e.,
developing GOST 11.011-83), problems were idemtjfitor the solution of

http://ej.kubaqgro.ru/2023/08/pdf/12.pdf




Hayuwnsrii sxypran KyoI'AY, Ne192(08), 2023 0ox 16

which new methods from a scientific point of viewerne proposed. Further
development of new scientific results obtained I tcourse of solving a
practical problem led to the creation of new sciendlirections. We are talking
about the statistics of interval data, as well as-step estimates. Naturally, the
development of the theory was followed by its pcattapplications.

This development of research is not an isolateg.cAnother example is
the development of ASPPAP (automated system fachsting and preventing
aviation accidents).As explained in [44], its ci@atturned out to be possible
only as a result of a large number of specificrddie works.

Those who wish to get acquainted with this worRussian can do this in
the work [1].
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